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Abstract 

This research paper delves into China's strategic embrace of AI-driven cyberwarfare, 
unveiling a new era in national security dynamics. The convergence of AI and 
cyberwarfare has propelled China's strategic dominance in the global landscape. The 
study highlights how AI has accelerated the sophistication of cyber operations, 
enabling novel forms of cyber threats, thereby presenting new risks to human rights 

and international security. This research employs a neo-realist theoretical framework 
to investigate China’s strategic imperatives, focusing on the intensifying dynamics of 
cyber conflict. Adopting a post-positivist paradigm and a qualitative methodology 
grounded in documentary analysis, the study aims to deliver an in-depth 

understanding of AI-driven cyber warfare. This research presents an in-depth 
analysis of China’s strategic integration of Artificial Intelligence (AI) into its cyber 
operations, examining this development within the broader context of China’s 
cybersecurity policies and the associated challenges in AI advancement. Emphasizing 

the urgent need for coordinated international efforts, the research highlights the 
critical importance of addressing governance gaps to foster stability and security in 
an increasingly AI-driven cyber landscape. 

Keywords: US-China, AI-driven cyberwarfare, cyber operations, cybersecurity, 

national security, artificial Intelligence. 
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Introduction 
The swift and profound advancement of artificial intelligence (AI) 

technology and its integration into military and strategic operations is 
redefining the nature of modern warfare and international relations. China, 

among the global leaders in AI development for military purposes, has 
emerged as a formidable actor in the sphere of AI-enhanced cyberwarfare 
capabilities. By embracing AI as a cornerstone of its cyber strategy, China 

not only reconfigures the nature and future of warfare but also introduces 
complex challenges that bear significant implications for global security, the 

balance of power, and international stability (Kania, 2017; Creemers, 
2018). 

In the contemporary era, warfare has evolved far beyond physical 
battlefields, moving into the digital expanse of cyberspace, where 
informational control has become just as critical as physical territorial 

dominance. Cyberwarfare, characterized by an array of attacks including 
critical infrastructure disruption, extensive data breaches, and the 

manipulation of information, is a defining feature of modern conflict (Rid, 
2020). When AI technology is incorporated into these operations, it 

amplifies their scope and efficacy, enabling cyberattacks to be conducted 
with enhanced precision, reduced human intervention, and significantly 
greater impact. This technological shift affords China a unique strategic 

opportunity to challenge and even potentially reshape the prevailing global 
order, bolster its geopolitical leverage, and secure its national interests 

against both regional and global competitors (Chase & Mulvenon, 2015). 
The primary aim of this research is to analyze China’s deliberate 

employment of AI-powered cyberwarfare and to examine its far-reaching 
consequences for global security and international power dynamics. By 

investigating China’s use of AI in cyber operations, this research seeks to 
uncover how these advancements influence global power structures, the 
threats posed to other states, and the responses that may be required from 

the international community. Additionally, this paper delves into the 
potential countermeasures and policy strategies that might be adopted by 

other states and international organizations to contain and respond to 
China's rising cyber capabilities, thereby maintaining a semblance of global 

cyber stability (Singer & Friedman, 2014). 
China’s leadership has explicitly underscored the significance of AI in 
strengthening its cyber capabilities, seamlessly integrating it into the 

country's military modernization agenda (Allen, 2019). This strategic 
orientation is evident in the Chinese military doctrine, which prioritizes 

"information dominance" as a critical factor in future conflicts, positioning 
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AI as an instrumental enabler in realizing this objective. Through the 

development of AI-powered cyberwarfare capabilities, China seeks not only 
to protect its own cyber networks but also to compromise those of 

adversaries, disrupt their decision-making processes, and secure strategic 
advantages that could prove decisive in both peacetime and wartime 
contexts (Kania, 2017). 

China’s ambition for global influence is inseparably linked to its aggressive 
AI-driven cyberwarfare strategy. Within its national policy framework, AI 

is designated as a "core national technology," highlighting its fundamental 
role in both civilian and military applications (Creemers, 2018). The 

country's ambitious national AI development strategy, aimed at 
establishing China as a global AI leader by 2030, underscores this 
commitment (Liang & Xiangsui, 1999). A key focus of this strategy is the 

integration of AI into military and intelligence operations, with a particular 
emphasis on offensive cyber capabilities. Chinese military theorists have 

long advocated for cyberattacks as a potent, non-kinetic means of achieving 
strategic objectives without traditional armed conflict (Chase & Mulvenon, 

2015). Leveraging advancements in AI, the People’s Liberation Army 
(PLA) has significantly bolstered its cyber capabilities, expanding into areas 
such as cyber espionage, offensive cyber operations, and defensive 

countermeasures designed to neutralize threats against its own networks 
(Allen, 2019). 

China’s approach to AI-driven cyberwarfare is further encapsulated in the 
concept of "intelligentized warfare," which, as outlined by Kania (2017), 

centers on the integration of AI to achieve information dominance and 
superior strategic decision-making in future conflicts. This concept 
envisions AI as permeating nearly every dimension of military operations, 

from intelligence gathering and analysis to command and control, logistical 
operations, and tactical field engagements. Within the cyber domain, 

intelligentized warfare translates to automated and highly adaptive 
cyberattacks, enabling them to evade detection, adjust tactics dynamically, 

and optimize impact in real-time, thus making these operations more 
precise and more challenging to counter (Geers, 2015). 
Moreover, China's strategic ambitions in cyberwarfare are not confined to 

military objectives alone but extend into the broader geopolitical arena. 
Cyber operations attributed to China have increasingly included efforts 

aimed at influencing political processes abroad, disrupting the 
infrastructure of rival states, and illicitly acquiring intellectual property and 

sensitive data from foreign entities. These actions reflect China’s broader 
objective to secure a technological edge and to assert its influence on the 
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global stage, challenging the existing dominance of Western powers and 

positioning itself as a central player in the future geopolitical landscape 
(Singer & Friedman, 2014). The ambitious nature of China’s cyber activities 

further underscores its intention to leverage AI-driven cyberwarfare as a 
mechanism for achieving global preeminence (Liang & Xiangsui, 1999). 
The integration of AI into China’s cyber capabilities presents substantial 

risks to international security and redefines the global balance of power. As 
China enhances its AI technology, it contributes to an increasingly unstable 

cyber environment, where its enhanced cyber capabilities threaten the 
security of other nations and create new vulnerabilities within the global 

cyber infrastructure (Taddeo, 2019). By empowering China to execute more 
sophisticated and targeted cyberattacks, AI renders it more challenging for 
other nations to defend against or trace these actions back to their origin, 

further complicating the geopolitical landscape (Rid, 2020). 
AI’s role in China’s cyber strategy also increases the risk of escalation in 

international conflicts. With AI-driven cyberattacks becoming more 
prevalent and intricate, there is a heightened potential for misinterpretation, 

miscalculation, and unintended escalation (Libicki, 2009). The difficulty of 
detecting and accurately attributing cyber operations, combined with the 
automated and rapid nature of AI-enabled systems, can lead to accelerated 

escalation in cyber conflicts, disrupting conventional mechanisms for 
conflict resolution and crisis management. This increased risk of large-scale 

confrontations between major powers exacerbates the fragility of global 
stability, as the traditional means of defusing tensions in cyberspace are 

rendered less effective by the complex and opaque nature of AI-based cyber 
operations (Geers, 2015). 
Ultimately, China’s integration of AI into cyberwarfare has profound 

implications for the structure of global power relations. By enhancing its 
cyber capabilities, China presents a substantial challenge to the 

technological and military supremacy of the United States and its allies, 
potentially catalyzing a shift toward a multipolar world order where China 

plays a pivotal role in shaping international norms, regulations, and 
standards in cyberspace (Chase & Mulvenon, 2015). This transformative 
potential illustrates that AI-driven cyberwarfare is not merely a tactical 

advantage for China but a strategic instrument through which it seeks to 
reshape the global order, advancing its geopolitical ambitions and 

consolidating its influence on the future of international relations (Kania, 
2017). 

Significance of the Study 
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The integration of Artificial Intelligence (AI) in cyber warfare has 

fundamentally transformed global security dynamics, particularly 
influencing the geopolitical landscape of the world. This research highlights 

the necessity for international cooperation and norm-building to mitigate 
the risks associated with AI-driven cyber warfare. Utilizing a neo-realist 
theoretical framework and a qualitative research methodology, the study 

offers critical insights for policymakers, security professionals, and 
academics. It underscores the need for balanced policies that promote 

technological innovation while ensuring security, and calls for further 
exploration into the strategic, ethical, and legal dimensions of AI in cyber 

operations.  

Problem Statement 
The emergence of AI-driven cyberwarfare highlights the critical need to 
understand national security policies focused on artificial intelligence (AI). 

China's intricate and multifaceted cyber strategies pose significant 
challenges, influencing both technological supremacy and global power 

dynamics. Notably, China's strategic emphasis on AI to enhance 
cyberwarfare capabilities and safeguard national security interests raises 

essential questions about the broader implications for international cyber 
stability and security. 

Research Questions 
How is China leveraging artificial intelligence (AI) to safeguard its national 
security interests and enhance its cyberwarfare capabilities? 
What key challenges and consequences arise from China's multifaceted 

cyber strategies, given its technological expertise and increasing 
international presence? 

Research Objectives 
To investigate China's artificial intelligence (AI) strategies aimed at 
enhancing cyberwarfare capabilities and protecting national security 

interests. 
To conduct an in-depth examination of the implications and consequences 

of China's diverse cyber strategies, focusing on their impact on 
technological supremacy and global influence. 

Literature Review 
AI has become a new focus of international competition. AI is a strategic 
technology that will lead in the future; the world’s major developed 
countries are taking the development of AI as a major strategy to enhance 

national competitiveness and protect national security (Webster et al., 
2017). 
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AI-driven cyberwarfare is a term that refers to the use of artificial 

intelligence (AI) to enhance or automate cyberattacks and cyber defenses. 
As many fear we could be heading toward World War 3, most of the 

world’s attention has been on the consequences of weaponry like nuclear or 
even biological warfare. But increasingly, cyberwarfare is becoming a 
significant part of how nations take part in conflict, and it’s not something 

to underestimate (Parker, 2020). 
AI-driven cyberwarfare poses a serious risk to the safety and security of 

nations, organizations, and individuals (Clayton, 2023). AI enables faster, 
more scalable, and more sophisticated attacks that can bypass conventional 

defenses (Charney, 2020; Mansfield, 2021). This raises ethical, legal, and 
social concerns regarding responsibility and accountability in cyber 
operations, as the lines between actors become increasingly blurred 

(European Union Agency for Cybersecurity, 2023; Kleinman, 2022). 
Offensive AI are designed or repurposed to conduct malicious cyber 

activities, such as hacking, spying, or sabotaging. Offensive AI can learn 
and adapt to its environment, and create its own strategies to compromise 

or evade target systems (Mirsky et al., 2021). 
AI can automate and improve existing cyberattacks, making them faster, 
more targeted, and more effective. It include AI-powered malware with self-

propagation capabilities, phishing emails personalized with stolen data, and 
denial-of-service attacks that adapt to countermeasures (Charney, 2020; 

Finkova, 2023). A sophisticated AI-Powered phishing malware, Emotet 
uses AI to steal email data from infected victims and send out 

contextualized phishing emails that appear to be part of pre-existing email 
threads (JPCERTCC, 2020). Emotet can also download and install other 
malicious software on the compromised devices. 

Artificial intelligence-powered algorithms possess the capability to 
significantly influence public sentiment, propagate misinformation, and 

provoke social unrest. This can be achieved through various means, 
including deepfakes – sophisticated, AI-generated audio and video content 

that mimics reality – and automated social media bots that disseminate false 
news (Kleinman, 2022). Deepfakes, a form of synthetic media, leverage 
artificial intelligence to manipulate or create audio, video, or text 

information, effectively replicating the likeness or voice of individuals or 
entities. The potential misuse of deepfakes in impersonation, propaganda, 

and disinformation campaigns poses significant risks to credibility and trust, 
highlighting the need for critical awareness and effective mitigated 

measures. 
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Artificial Intelligence (AI) poses significant security risks, including the 

potential to disrupt critical infrastructure and destabilize key sectors 
through targeted cyberattacks. Specifically, AI-based threats can 

compromise information systems, communication networks, traffic control 
systems, and power grids, potentially leading to catastrophic consequences 
(Mansfield, 2021). Furthermore, AI-driven interference can also impact 

financial markets, underscoring the need for proactive measures to mitigate 
these emerging risks. 

Cyberattacks are becoming ubiquitous and have been recognized as one of 
the most strategically significant risks facing the world today (World 

Economic Forum, 2023). In recent years, we have witnessed digital assaults 
against governments and the owners of critical infrastructure, large private 
corporations and smaller ones, educational institutions and non-profit 

organizations (McKinsey, 2022). 
The future of cybersecurity will be driven by a new class of subtle and 

stealthy attackers that has recently emerged. Their aim is not to steal data, 
but rather to manipulate or change it (Stone, 2021). AI’s fundamental 

ability to learn and adapt will usher in a new era in which highly-
customized and human-mimicking attacks are scalable. There is little doubt 
that artificial intelligence (AI) will be used by attackers to drive the next 

major upgrade in cyber weaponry and will ultimately pioneer the malicious 
use of AI. ’Offensive AI’ highly sophisticated and malicious attack code will 

be able to mutate itself as it learns about its environment, and to expertly 
compromise systems with minimal chance of detection (Deloitte, 2021). 

In the Chinese government's five-year economic plan for 2021–2026, 
artificial intelligence (AI) was prioritised as the top technology ("Xi 
Jinping," 2021). 

In addition to the AIDP and the five-year plan, artificial intelligence plays 
a crucial role in China's latest defense white paper. The 2019 document 

emphasizes that international military competition is experiencing historic 
transformations. Advanced military technologies, particularly those based 

on information technology, are progressing swiftly. There is a notable trend 
towards the development of long-range precision weaponry, intelligent 
systems, stealth technology, and unmanned equipment. Warfare is 

increasingly characterized by informationization, with intelligentized 
warfare emerging as a forthcoming paradigm (State Council Information 

Office, 2019). 
China's military leadership regards the advent of AI-enabled intelligentized 

warfare as a revolutionary shift in military technology, comparable to the 
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mechanization and informatization transformations of the twentieth 

century (Office of the Secretary of Defense, 2021). 
AI-driven cyberwarfare rivalry between China and the US has been labeled 

"Cold War 2.0," resembling a constant state of digital skirmishing, 
intelligence gathering, sabotage, and influence campaigns. The national 
security implications are substantial, as both nations strive for strategic 

advantages, critical infrastructure protection, and effective deterrence or 
response against cyberattacks (Center for a New American Security, 2023). 

AI-driven cyberwarfare poses significant challenges and risks for the actors 
involved, as well as for the international community and the general public. 

Some of the challenges and risks include: 
The complexity and unpredictability of AI systems, which may lead to 
unintended or undesirable consequences, such as errors, failures, accidents, 

or adversarial attacks (Eagan, 2019; Castro, McLaughlin, & Chivot, 2021). 
The difficulty of attribution and accountability, which may create 

uncertainty, confusion, or escalation, as well as hinder deterrence, response, 
and justice (Castro et al., 2021; Eagan, 2019). 

The asymmetry and inequality of AI capabilities and access, which may 
create unfair advantages or disadvantages, as well as increase the incentives 
or opportunities for aggression or exploitation (Castro et al., 2021). 

The ethical, legal, and social implications of AI-driven cyberwarfare, which 
may raise questions about the morality, legality, and responsibility of using 

AI for cyberwarfare, as well as the impact of AI-driven cyberwarfare on 
human rights, democracy, and security (Eagan, 2019). 

China's rising power in AI, particularly within military and security 
domains, is evident in strategic documents like the 2017 New Generation 
Artificial Intelligence Development Plan and the 2019 Defense White 

Paper (National Development and Reform Commission, 2017; State 
Council Information Office of the People's Republic of China, 2019). 

China’s AI development, driven by top-down policies, bottom-up 
initiatives, and extensive collaboration (Pan & Chen, 2023), is a strategic 

effort to enhance its national power and security. This aligns with the neo-
realist view that states prioritize technological and military advancements 
to maximize relative power. The focus on AI in military applications, 

including autonomous weapons, surveillance, and cyber warfare, 
underscores China's intent to gain a strategic advantage in great power 

competition. 
However, concerns and criticisms regarding China's AI-driven cyber 

warfare capabilities exist, particularly among the United States and its allies 
(Clarke & Ohlberg, 2022). These concerns include: 
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China's state-sponsored and affiliated hackers have been accused of 

conducting cyberattacks against various targets, often motivated by 
political, economic, military, or ideological interests (Shan & Manley, 

2022). The use of AI could enhance these capabilities through more 
sophisticated malware, faster network penetration, and automated 
operations (Asaro & Burrington, 2022). 

China's cyber espionage activities, aimed at gaining strategic advantages 
and advancing its AI development, have been a major source of tension, 

particularly with the United States (FBI, 2022). AI could facilitate data 
collection, analysis, and extraction, potentially evading detection and 

attribution (Clarke & Ohlberg, 2022). 
China's cyber activities have been seen as potentially destabilizing, often 
violating international norms and agreements (International 

Telecommunication Union, 2020). AI could exacerbate these effects by 
increasing the speed, scale, and complexity of cyber operations, creating 

ambiguity and uncertainty in attribution and escalation (Asaro & 
Burrington, 2022). 

Critics argue that China's lack of transparency and accountability in its 
cyber policies and activities contributes to mistrust and hinders effective 
deterrence and response mechanisms (Clarke & Ohlberg, 2022). 

China is a major player in cyberspace, actively pursuing its strategic 
interests and technological advancements (International Crisis Group, 

2023). However, the opacity surrounding its cyber activities raises concerns 
about transparency and accountability (Johnson et al., 2022). Accusations 

of cyber espionage, cyberattacks, and cyber influence operations against 
various targets remain largely unacknowledged or unexplained by China 
(McAfee, 2022). This lack of transparency hinders understanding of China's 

motives, intentions, and impacts, creating a complex and uncertain 
environment (Duncan & Long, 2021). 

The integration of artificial intelligence (AI) further complicates the issue. 
While AI enables more sophisticated and autonomous cyber actions 

(Clarke & Li, 2020), it also challenges human oversight, control, and 
attribution (Ritter et al., 2020). To prevent misunderstandings, 
miscalculations, and escalations, clear and open communication about 

China's cyber activities, particularly those involving AI, is crucial 
(Shanahan, 2021). 

Theoretical Framework 
Employing neo-realism offers a nuanced understanding of AI-driven 
cyberwarfare's complex dynamics. This framework illuminates state 

motivations, power dynamics, and strategic interactions in the cyber 
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domain, particularly in the context of rising cyber threats from nations like 

China. By focusing on systemic forces driving state behavior, neo-realism 
provides critical insights into how major powers protect their national 

interests in cyberspace. 
This research employs a dual-perspective approach, incorporating both 
offensive and defensive viewpoints, to uncover trends, asymmetries, and 

nuanced strategic considerations within China's cyber strategies. By 
examining the interplay between these complementary factors, 

policymakers, scholars, and practitioners can gain a deeper, more 
comprehensive understanding of the complex dynamics at play, ultimately 

informing more effective decision-making and strategy development. 

Research Methodology 
This study on AI-driven cyberwarfare and Chinese national security 
policies employs a post-positivist paradigm, utilizing documentary analysis, 

historical, and exploratory research methods. The qualitative approach is 
suited to capture the complex dynamics of AI-driven cyberthreats and 

provide nuanced insights into the historical, political, and cultural factors 
influencing China's national security policies. 

This study adopts a realist ontology and epistemology, acknowledging the 
complex interplay between social, cultural, and historical contexts and AI's 
objective impact on cyber operations. Qualitative research, specifically 

documentary research, is employed to provide in-depth insights and 
nuanced understanding of cybersecurity policies, particularly in restricted 

access contexts. This methodology involves systematic data collection, 
processing, and analysis within a historical framework. 

Utilizing Scott's Document Analysis Model, this study evaluates 
documents based on authenticity, credibility, representativeness, meaning, 

legitimacy, accuracy, typicity, and clarity. Criteria weights are assigned 
according to research objectives, data significance, decision-making impact, 
and historical context. 

This rigorous approach facilitates a nuanced understanding of AI-driven 
cyberwarfare, supporting informed policy development, strategic planning, 

and academic discussion.  

China's Strategic Dominance: Historical Evolution of China's Cyber 

Operations 
As the digital landscape thrived, China meticulously carved its niche in the 

cyber domain, laying the groundwork for its current position as a prominent 
player in AI-driven cyberwarfare (International Institute for Strategic 

Studies, 2022).  
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Early Chinese cyber activities exhibited a strategic emphasis on information 

acquisition, primarily through cyber espionage (International Crisis Group, 
2022). The nation displayed a strong interest in gathering intelligence to 

support its economic, military, and geopolitical goals (U.S.-China 
Economic and Security Review Commission, 2022). Targeted attacks on 
government, corporate, and academic institutions highlighted China's aim 

to gain a competitive edge in various sectors (Carnegie Endowment for 
International Peace, 2019). 

State-sponsored hacking became a defining characteristic of China's cyber 
activities during this period. Allegedly, the Chinese government, through 

entities like Unit 61398 of the People's Liberation Army (PLA) participated 
in cyber operations targeting foreign governments, defense contractors, and 
critical infrastructure (Mandel & Chen, 2020). These activities were often 

characterized by sophisticated techniques and a relentless pursuit of 
sensitive information (Council on Foreign Relations, 2023). 

China's cyber strategy witnessed a significant shift, transitioning from 
passive information gathering to proactive exploitation of vulnerabilities in 

foreign networks (International Crisis Group, 2022; U.S.-China Economic 
and Security Review Commission, 2022). This development marked the 
gradual expansion of its offensive cyber capabilities. Chronological analysis 

of key cyber incidents within this period offers valuable insights into the 
progression of China's cyber prowess, highlighting its adaptive and dynamic 

approach to cyber operations (Rid & Shane, 2018). One prominent example 
is the suspected involvement of Chinese hackers in the Titan Rain cyber 

espionage campaign, targeting numerous U.S. government agencies and 
defense contractors in the early 2000s (Mandel & Chen, 2020). Another 
significant event was Operation Aurora, a large-scale attack in 2009 that 

compromised major tech companies like Google and Microsoft (Sanger & 
Perlroth, 2011). These incidents serve as crucial benchmarks in 

comprehending the evolution of China's cyber capabilities, highlighting its 
continuous adaptation and improvement of tactics over time (Council on 

Foreign Relations, 2023). 
As its offensive cyber capabilities matured, the potential for geopolitical 
influence through cyber means expanded, paving the way for China's future 

advancements in AI-driven cyberwarfare (Center for a New American 
Security, 2023). 

The maturation of China’s cyber capabilities has been characterized by a 
proactive and adaptive approach to emerging threats. The nation’s 

cybersecurity strategy has evolved from reactive measures to proactive 
initiatives, encompassing offensive as well as defensive components. 
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Noteworthy is the emphasis on cultivating a talented pool of cyber 

professionals, investing in research and development, and fostering a robust 
ecosystem of cyber capabilities (USCC, 2022). 

China's Path to AI Dominance: New Generation AI Development Plan 
China's national AI strategy, drawn in the "New Generation Artificial 
Intelligence Development Plan" (2017), emphasizes achieving global 

leadership by 2030 (State Council of the People's Republic of China, 2017). 
The "Military Civil Fusion (MCF) Strategy" (2017) further encourages 

collaboration between civilian and military sectors to accelerate AI 
innovation for military applications. This strategy aims to leverage civilian 

AI advancements for military purposes, while simultaneously utilizing 
military resources to advance civilian AI development (Clark, 2020). 
Basic Principles of Artificial intelligence in China National policies 

 
Figure 2: Basic Principles of Artificial intelligence in China National policies 

Source: China Science & Technology Newsletter by Department of International 
Cooperation Ministry of Science and Technology (MOST), P.R. China, 

September 15, 2017 

Artificial intelligence (AI) is emerging as a transformative force in the 21st-
century landscape, with the potential to reshape warfare fundamentally. 
China, positioned as a rising power and strategic competitor to the United 

States, is actively engaged in the development of AI for both civilian and 
military purposes (Clark, 2020). The People's Liberation Army (PLA) 

recognizes the strategic importance of AI integration in enhancing its 
warfighting capabilities and achieving key strategic objectives, including 

potential actions regarding Taiwan (Mohan, 2021). 
To achieve these goals, China has established various institutions, 
initiatives, and mechanisms, such as the National New Generation AI 
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Innovation and Development Pilot Zone in Beijing, the Central Military 

Civil Fusion Development Commission chaired by President Xi Jinping, 
and the Military Intelligent Technology Innovation Alliance (State Council, 

2017; McNally, 2022). These efforts aim to foster collaboration, innovation, 
and application of AI in both civilian and military domains. 
In line with its ambition to become a world-class military force by mid-

century, China views AI as a critical enabler of military modernization 
(Horowitz & Kahn, 2021; Li, 2022). The integration of AI into command, 

control, and decision-making processes is seen as pivotal for enhancing 
situational awareness, information superiority, and strategic planning 

across conventional and cyber domains (The Diplomat, 2021; NBR, 2023). 
This development poses a significant challenge to the U.S. and its allies, 
potentially undermining their technological edge and deterrence 

capabilities (Horowitz & Kahn, 2021; NBR, 2023). 
Furthermore, AI's integration into military control mechanisms enhances 

coordination, precision, and adaptability in military operations, 
minimizing human error and optimizing resource allocation in both cyber 

and conventional warfare scenarios (Windt & Hülsmann, 2007). China's 
emphasis on military modernization, particularly through AI integration, 
reflects its strategic commitment to mastering cyberspace and underscores 

its understanding of the evolving nature of warfare (Department of Defense, 
2023). As China advances its AI capabilities, its military modernization 

efforts are expected to have profound implications for the global balance of 
power in the cyber domain. 

China's military has strategically embraced autonomous systems powered 
by AI, marking a significant paradigm shift in warfare capabilities (Kania 
& Wright, 2023).  

China presents a massive market for AI solutions, driven by its vast 
population of 1.4 billion and rapidly growing digital economy (eCommerce 

to China, 2023). This demand spans diverse sectors, including e-commerce, 
education, healthcare, and smart cities. The Chinese government actively 

supports AI innovation through strategic plans such as the "Internet + AI" 
strategy, the "New Generation AI Development Plan," and the "National 
AI Team" program (The Diplomat, 2023). Furthermore, China boasts a 

substantial pool of AI researchers, engineers, and entrepreneurs, many with 
international training and expertise. The country also has an abundance of 

data, crucial for training and refining AI systems, although this raises 
privacy and security concerns (Carnegie Endowment for International 

Peace, 2023). Chinese companies have established a competitive edge in 
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specific AI domains, such as facial recognition, natural language 

generation, and computer vision. 
Number of Chinese Digital Projects by type, over time 

 
Figure 3: Number of Chinese Digital Projects by type, over time 

Source: IISS China Connects 

Evolving Cybersecurity Landscape in China 
China, with its burgeoning digital economy and vast internet user base, 
occupies a prominent and influential position in the global cyberspace. 

However, this landscape also presents significant challenges, including 
cyberattacks, data breaches, espionage, and information warfare (CSIS, 
2020). To combat these threats, China has launched several comprehensive 

cybersecurity initiatives (EastWest Institute, 2019). 
China Cybersecurity market revenue by segment, 2016-2027 (in billion 

USD) 
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Figure 4: China Cybersecurity market revenue by segment, 2016-2027 (in billion 

USD) 
Source: Financial Statements of Key Players, National Cyber Security 
Organizations (July 2022), Posted by China Briefing, October 26, 2022 

 

China has enacted nearly 300 national cybersecurity standards over the past 
few years, encompassing various technology products like software, 

routers, switches, and firewalls. These standards aim to enhance national 
cybersecurity, but they also pose potential hurdles for foreign firms 
operating in China. Technical barriers, compliance costs, and security risks 

associated with these standards may hinder foreign market access (CSIS, 
2020). Additionally, some standards reflect China's strategic objectives of 

achieving technological self-sufficiency and reducing reliance on foreign 
suppliers. This raises concerns about potential protectionism and its impact 

on global digital trade (EastWest Institute, 2019). 

Future Trends and Challenges 
The emergence of AI in China is a multifaceted and dynamic phenomenon 
with far-reaching implications for global affairs. Despite significant 

progress, China remains behind the curve relative to the United States and 
other advanced economies in core AI capabilities, specifically in software 

development, hardware architecture, and algorithmic design. Moreover, 
China's dependence on external sources for technology and innovation 

exposes it to potential trade restrictions and sanctions (RAND, 2023). The 
lack of robust ethical and legal frameworks raises anxieties about societal 
and human rights implications arising from AI applications, such as 

surveillance, censorship, discrimination, and manipulation (Carnegie 
Endowment for International Peace, 2023). Furthermore, integrating AI 
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into military applications, particularly in the context of China-US tensions, 

carries the risk of conflict and escalation (The Diplomat, 2023). It is crucial 
to understand the drivers, trends, opportunities, and challenges of China's 

AI development and to engage with China in a constructive and cooperative 
way, while also safeguarding one's own interests and values. 
China's strategic approach in the cyber domain provides insights into future 

trends and developments: 
China's pursuit of technical sovereignty and global leadership is 

underscored by its strategic focus on quantum technology. Leveraging 
quantum computing, China is poised to enhance its artificial intelligence 

capabilities across multiple sectors, including defense, intelligence, and 
surveillance. Moreover, China's advancements in quantum computing 
potentially threaten the integrity of modern digital communication security 

frameworks, enabling unprecedented processing speeds that could 
significantly bolster its cyber operations (Huang, 2020). 

China's national policy prioritizes achieving technological supremacy and 
global dominance in emerging fields, with 5G technology being a 

cornerstone of this strategy. By leveraging 5G's enhanced data processing 
capabilities, China aims to bolster its cyber operations, facilitating rapid 
responsiveness and real-time decision-making for both offensive and 

defensive purposes (Koetse, 2024). Furthermore, China has underscored its 
commitment to driving innovation in strategic industries – including 

healthcare, education, transportation, energy, and manufacturing – through 
the deployment of 5G applications, paving the way for the growth of its 

'future industries'. 
Blockchain technology, a subset of Distributed Ledger Technology, enables 
decentralized data storage and validation, enhancing efficiency, security, 

and transparency. Its applications span supply chain, energy, healthcare, 
and finance sectors. China has invested heavily in blockchain R&D, 

acknowledging its strategic value. The technology is prominently featured 
in China's 14th Five-Year Plan as crucial for driving the nation's digital 

economy and global competitiveness (Tapscott & Tapscott, 2016; World 
Economic Forum, 2020; State Council of the People's Republic of China, 
2021). Additionally, China has implemented legal frameworks, regulations, 

and government initiatives to nurture the growth of the blockchain industry 
and its applications. 

China's AI-driven cyber capabilities are experiencing significant growth 
amidst the expanding IoT landscape, presenting both opportunities and 

challenges (IISS, 2022). AI integration enhances intelligence gathering, 
cyberattack capabilities, and threat response. While AI-powered analysis of 
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IoT data provides valuable insights (Krans, 2020), it also risks exposing 

vulnerabilities to targeted attacks (Charny, 2020). However, AI algorithms 
can bolster cyber defenses by adapting to emerging threats (Booz Allen, 

2023). 
The increasing reliance on the Internet of Things (IoT) poses significant 
challenges, including security vulnerabilities, data privacy concerns, and 

attribution complexities. The expansive attack surface created by the vast 
number and diversity of IoT devices exposes critical systems and sensitive 

data to potential breaches (World Economic Forum, 2020). Furthermore, 
the collection and analysis of personal IoT device data raise ethical and 

legal concerns regarding privacy and individual rights (European 
Commission, 2020). 
The interconnected nature of IoT networks also complicates attribution in 

cyberattacks, potentially escalating geopolitical tensions (Centre for 
Strategic and International Studies, 2020). Looking ahead, China's strategic 

emphasis on leveraging AI-powered cyber operations to secure and exploit 
IoT devices is poised to substantially impact the landscape of botnets, data 

harvesting, and cyber-physical attacks (IISS, 2022). 
Increased Complexity in Cyber Threats 
The advent of AI-driven automation and optimization in botnet 

development and maintenance poses significant cybersecurity risks. 
Specifically, it may facilitate the creation of larger, more robust, and 

geographically distributed botnets, thereby expanding the potential scope of 
malicious activities, including data theft and DDoS attacks (Charny, 2020). 

Moreover, AI algorithms' capacity to analyze vast amounts of IoT-
generated data raises critical concerns regarding privacy violations and the 
exploitation of sensitive personal information (Krans, 2020). Consequently, 

these developments highlight the imperative for enhanced cybersecurity 
measures to counter the emerging threats posed by AI-powered cyber 

attacks. 
While integrating Artificial Intelligence (AI) offers numerous benefits, it 

also poses significant challenges, including security vulnerabilities, ethical 
concerns, and the need for global cooperation. Specifically, compromised 
AI-powered cyber tools can be exploited as potent weapons, amplifying 

potential harm. The deployment of AI in cyber operations raises critical 
ethical considerations, such as transparency, accountability, and 

unforeseen consequences (European Commission, 2020). 
To mitigate these risks, international collaboration and the establishment of 

comprehensive global regulations and standards are crucial (Centre for 
Strategic and International Studies, 2020). Effective governance and 
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cooperation are essential to ensure the responsible development and use of 

AI in cyber operations. 
China’s Cyber Strategy Reshaping Global Diplomacy and Power Structures 

The systematic incorporation of artificial intelligence (AI) into China's 
cyber capabilities carries far-reaching consequences for international 
relations, significantly impacting the dynamics of global governance and 

the distribution of power among nations. 
China's advanced AI-driven cyber capabilities pose a significant risk to 

diplomatic relations with other nations, particularly the United States and 
its allies. Allegations of China's involvement in high-profile cyberattacks, 

such as the Microsoft Exchange intrusion, SolarWinds breach, and TSMC 
sabotage, have eroded trust and cooperation among various stakeholders in 
the cyber domain (Borger, 2022). This heightened tensions and strain on 

international relations may have far-reaching implications for global 
cooperation and cybersecurity. The attribution problem in cyberspace, 

exacerbated by China's advanced tactics, poses significant challenges to 
diplomatic efforts. The anonymity surrounding cyber operations hinders 

accountability, increasing the likelihood of misinterpretation, escalation, 
and potentially kinetic responses. Effective dispute management in 
cyberspace is critical to maintaining diplomatic stability and preventing 

larger geopolitical conflicts (Giles & Hagestad, 2020). To mitigate these 
risks, the international community must establish clear standards, norms, 

and regulations governing responsible behavior in cyberspace. Engaging 
China in constructive dialogue on artificial intelligence and cybersecurity 

concerns is imperative to promote transparency, accountability, and 
cooperation, ultimately reducing the threat of miscommunication and 
escalation. 

China's strategic integration of artificial intelligence (AI) in its cyber 
operations has significant geopolitical implications, shaping global 

perceptions of its ambitions and influence. By leveraging AI-driven cyber 
capabilities, such as influence operations, China showcases its 

technological prowess, project power, and global aspirations. As China 
challenges the existing US-led liberal international order and seeks to assert 
its sovereignty, legitimacy, and leadership in regional and global 

geopolitics, its advanced cyber capabilities play a critical role in reinforcing 
its geopolitical posture and narrative (Giles & Hagestad, 2020). 

China's cyber activities have significant geopolitical implications, 
influencing regional stability and global power dynamics by potentially 

triggering reactions, countermeasures, or strategic alliances among various 
stakeholders in the cyber domain (Borger, 2022). Consequently, it is crucial 
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for the international community to closely monitor and comprehend 

China's AI-driven cyber operations. This understanding should inform the 
development of effective strategies and mechanisms to address the 

attendant challenges and opportunities, ultimately ensuring robust global 
internet governance. 
Artificial intelligence (AI) introduces a dual dynamic of opportunities and 

challenges in cyberspace, influencing collaboration and competition among 
diverse stakeholders. China's integration of AI into its cyber capabilities has 

significant implications for regional and international alliances. Allegations 
of cybersecurity breaches attributed to China, including reported incidents 

involving TSMC, Microsoft Exchange, and SolarWinds (Borger, 2022), 
may strain diplomatic relationships as nations reassess their partnerships. 
The emergence of AI-driven cyber capabilities necessitates international 

cooperation to address shared security concerns. As nations seek to 
establish common norms and regulations, strategic alliances may form, 

altering the geopolitical landscape (Giles & Hagestad, 2020). To promote 
trust and cooperation, the global community must evaluate the advantages 

and disadvantages of AI in cybersecurity and engage in meaningful 
dialogue with China on these critical issues. 
China's growing investment in AI-driven cyber capabilities brings both 

opportunities and challenges to international governance frameworks. 
While China contributes to global cyberspace standards through initiatives 

like the Global Partnership on AI and the UN Group of Governmental 
Experts, its unique vision and priorities may conflict with existing norms. 

Furthermore, China's focus on economic interests and national security 
raises concerns about its commitment to a free and open cyberspace (Hu, 
2023; International Telecommunication Union, 2023; Koopman, 2022). 

A significant challenge in the digital landscape is the absence of a unified 
understanding of acceptable cyber behavior, particularly in the context of 

AI-driven operations. The divergence in approaches poses a substantial risk 
to global security, potentially leading to heightened tensions, disputes, and 

governance gaps (O'Neill, 2023). 
To mitigate this risk and foster a secure and prosperous digital future, 
international cooperation and dialogue with China on cybersecurity and AI 

issues are crucial. The global community must prioritize identifying areas 
of consensus and mutual benefit, thereby promoting collaborative solutions 

(Schmidt & Münkler, 2023). 
China's use of AI in cyber operations poses significant ethical and legal 

challenges. Multinational cooperation is essential for effective governance, 
given cyberspace's global nature. A framework combining legal and ethical 
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considerations is necessary to ensure responsible AI application. This 

framework should prioritize global security, human dignity, and 
international law, informed by international conventions and cooperative 

mechanisms. 
China's substantial presence in AI and cyber domains makes it crucial for 
developing a framework for AI-driven cyber operations (Lampton, 2017). 

Effective implementation requires collaboration with diverse stakeholders 
(Denning, 2012). Additionally, China must address ethical and legal 

concerns surrounding its AI-powered cyber activities and adhere to existing 
and emerging cyberspace norms and agreements (UNOG, 2020). 

China plays a pivotal role in shaping international norms for AI-driven 
cyber operations. Through various global forums and initiatives, China has 
articulated its unique approach to cyber governance, encompassing the 

Global Initiative on Data Security, International Code of Conduct for 
Information Security, and cyber sovereignty. This normative leadership 

reflects China's strategic interests, security concerns, and digital ambitions, 
while challenging Western-centric cyber regulation (UNOG, 2020; The 

Cyberspace Administration of the People's Republic of China, 2023; 
Lampton, 2017). 
Although China has endorsed some principles of responsible state behavior, 

such as the applicability of international law, critical infrastructure 
protection, and cyber conflict prevention (Global Commission on the 

Stability of Cyberspace, 2019), it has also raised concerns and objections 
regarding specific proposals and recommendations from other actors 

(Tallinn Manual 2.0, 2017; Paris Call for Trust and Security in Cyberspace, 
2018). Furthermore, China has faced accusations of engaging in cyber 
espionage, cyberattacks, and cyber influence operations without 

acknowledging or explaining its cyber activities (Gallagher, 2022). 
Ethical leadership in norm development demands that states respect the 

rights and interests of other stakeholders, adhere to established norms and 
rules of responsible behavior, and engage in dialogue and collaboration on 

developing and implementing cyber norms (Denning & Lin, 2012). Such 
leadership fosters stability and security in the global cyber domain by 
reducing the risks and threats posed by malicious cyber activities and 

promoting the peaceful and beneficial use of cyberspace (Saban, 2019). 
Discussion 

The advent of AI in cyberwarfare has transformed the global security 
environment, particularly in China. Despite its vast potential, China's AI 

development faces ethical and technological hurdles. The intersection of 
5G, quantum computing, and AI raises concerns about global cyber 
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governance and stability, necessitating international cooperation and norm-

setting to mitigate risks to critical infrastructure and supply chains. 
The growing integration of AI heightens the need to address adversarial 

attacks and data manipulation risks. Proactive vulnerability management 
and stakeholder collaboration are essential for resilience against evolving 
cyber threats. 

Policymakers must balance innovation with oversight in AI cybersecurity 
regulation. Ensuring security, reliability, and ethical AI use requires risk-

based frameworks and standardized data and model development criteria. 

Conclusion 

Findings 
The rapid evolution of artificial intelligence (AI) in cyberwarfare has 

significantly altered the global security environment. Key consequences of 
this shift include the reformulation of national cyber policies, emergence of 

novel policy frameworks, and breakthroughs in cyber offense and defense 
technologies. Analyzing these developments is vital to grasp their profound 
impact on international relations, security policies, and the escalating 

technological rivalry. 
The differing cyber strategies of China and the US, focused on technological 

leadership and global impact, have profound implications. Their AI 
supremacy rivalry risks altering geopolitical dynamics, destabilizing global 

security, and increasing cyber threats. International cooperation on 
standards and regulations is crucial to prevent escalation and ensure 
stability in the cyber domain. 

China is proactively harnessing the power of Artificial Intelligence (AI) to 
fortify its national security posture and amplify its cyberwarfare 

competencies. The nation's swift development and deployment of AI 
technologies have facilitated seamless integration into military operations, 

underscoring the effective collaboration between China's military and 

civilian industries. 
The concept of "cyber sovereignty" championed by China is reshaping 

global perspectives on internet governance and digital standards, 
emphasizing the role of state authority in cybersecurity and online 

regulation. This paradigm shift presents contrasting views on data 
governance, technological progress, and online norms, thereby challenging 

established Western-centric models and promoting a more inclusive and 
diverse global dialogue. 
China's strategic framework for AI-driven cyber warfare encompasses a 

trifecta of military modernization, AI-enabled operational capabilities, and 
stringent cybersecurity policies. Key initiatives, including the Military Civil 



Vol. 02 No. 04. Oct-Dec 2024  Journal of Sociology & Cultural Research Review 

 

 

470 
 

 

 

Fusion (MCF) strategy and the development of sophisticated AI-powered 

autonomous systems, underscore China's ambition to establish a 
formidable presence in cyberspace and reshape the global balance of power. 

The integration of Artificial Intelligence (AI) into military doctrines has 
revolutionized cyber warfare, enabling autonomous decision-making and 
unprecedented levels of complexity and scale in cyber operations. Notably, 

China's adoption of AI-driven cyber capabilities has marked a significant 
paradigm shift, prioritizing decision superiority and leveraging the 

advancements of AI technology to elevate the sophistication and 
effectiveness of its cyber operations. 

Policymakers face a daunting challenge in striking an optimal balance 
between fostering innovation and ensuring effective oversight when crafting 
regulatory frameworks for cybersecurity and artificial intelligence. The 

integration of AI in cybersecurity raises complex ethical and legal concerns, 
including autonomy, bias, accountability, and jurisdictional ambiguity in 

AI-driven cyber operations. Addressing these critical issues is essential to 
establish a stable and secure environment in the rapidly evolving landscape 

of AI-driven cybersecurity, thereby ensuring the development of robust and 
reliable regulatory structures. 

Suggestions 
The growing rivalry for AI supremacy among global powers underscores 

the need for international norms and laws to address escalating 
cyberthreats. Policymakers should prioritize diplomatic efforts to establish 

consensus on cybersecurity standards. 
Collaboration between researchers and policymakers from diverse fields – 

including technology, international relations, law, and ethics – is crucial to 
understanding the complex interplay between AI and cyberwarfare, and 

informing effective strategies to ensure global security. 
To address the ethical and legal concerns surrounding the deployment of 
Artificial Intelligence (AI) in cyberwarfare, policymakers must emphasize 

transparency and accountability as paramount considerations. Developing 
systems that ensure explainability in AI algorithms and decision-making 

processes is crucial for fostering trust, mitigating concerns regarding 
accountability, bias, and potential human rights implications, and 

ultimately promoting responsible AI adoption in this domain. 
Public awareness and education on AI-driven cyberwarfare's implications 
are essential for informed decision-making and societal resilience. 

Educational initiatives targeting stakeholders, policymakers, and the public 
can promote responsible AI use, foster productive discussions, and clarify 

ethical, legal, and security consequences. 
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Policymakers are urged to undertake regular, comprehensive reviews of 

cybersecurity frameworks and regulatory measures to ensure alignment 
with the accelerating development of artificial intelligence and the 

escalating landscape of cyber threats. Ongoing assessments of strategic 
investments and regulatory frameworks are essential to guarantee their 
effectiveness in mitigating emerging risks and preserving the integrity of 

cybersecurity resilience. 
Lawmakers should incentivize the development of ethical innovation in 

cybersecurity and artificial intelligence, while urging industry stakeholders 
to prioritize human rights and ethical considerations. Furthermore, 

policymakers can mitigate the risks associated with the misuse of AI in 
cyberwarfare by promoting and enforcing adherence to established ethical 
principles and guidelines, thereby ensuring the responsible integration of 

these technologies. 
"To mitigate the complexities arising from AI's integration into 

cyberwarfare, policymakers can leverage strategic frameworks to inform 
decision-making and policy formulation. This proactive approach will 

foster enhanced global cybersecurity stability and resilience. 
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